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We develop a rigorous nonequilibrium thermodynamics for an open system of nonlinear biochemical reactions responsible for cell signal processing. We show that the quality of the biological switch consisting of a phosphorylation-dephosphorylation cycle, such as those in protein kinase cascade, is controlled by the available intracellular free energy from the adenosine triphosphate (ATP) hydrolysis. The free energy generation is described by the nonequilibrium steady state (NESS) reaction-diffusion models.

In vivo: \[ \Delta G = k_B T \ln \left( \frac{[ATP]}{[ADP]} \right), \]

where \( K_{eq} \) is the equilibrium constant. The model reveals the correlation between the performance of the switch and the level of free energy. The result demonstrates the importance of nonequilibrium thermodynamics in analyzing biological information processing, provides its energetic cost, establishes an interplay between signal transduction and energy metabolism in cells, and suggests a biological function for phosphoenergetics in the ubiquitous phosphorylation signaling.
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**Model and analysis.**—The model assumes three distinct pathways between a, the inactive form of a signaling protein, and biologically active \( A^+ \), the phosphorylated form of the protein (Fig. 1). Pathways 0, I, and II are the basal level activity, kinase catalyzed stimulus, and phosphatase catalyzed inhibition, respectively. All three reactions are reversible with respective forward and backward rate constants \( k_+ \) and \( k_- \). In a chemical equilibrium we have the obligate detailed-balance relations

\[
\frac{[A^+]_{eq}}{[A]_{eq}} = \frac{k_1}{k_{-1}} = \frac{k_2 [ATP]_{eq}}{k_{-2} [ADP]_{eq}} = \frac{k_3}{k_{-3}} = \sigma, \tag{1}
\]

where \([X]\) is the concentration of \( X \). (1) assumes that the orthophosphate concentration is constant and absorbed into state constants \( k_{-1} \) and \( k_{-3} \). Inside living cells, the...
concentrations of adenosine triphosphate (ATP) and adenosine diphosphate (ADP) are not at chemical equilibrium. In fact, \( \gamma = (k_2[\text{ATP}])/[\text{ADP}] \) is around 10^10. Thus there is a phosphorylation potential of \( \Delta G = k_BT\ln(13.8 \text{ kcal/mol}) \) being applied to the open system.

We identify a fundamental difference between a chemical equilibrium (\( \Delta G = 0 \)) and a NESS [17]: When the ATP and ADP concentrations are in equilibrium [Eq. (1)], the kinetic system eventually reaches a unique equilibrium state. However, when the ATP and ADP concentrations are sustained at the level with nonzero phosphorylation potential \( \Delta G > 0 \) as inside a living cell, the kinetic system approaches to a NESS (can be an even more complex oscillation [18]). One of the most important features of the latter is the possible coexistence of multiple steady states, which allows a switch like behavior with abrupt transition [7].

**Equilibrium analysis.**—To be thermodynamically realistic, we show that when \( \Delta G = 0 \) (\( \gamma = 1 \)) there will be only one steady state which is independent of the stimulus \( S \) and inhibitor \( I \). Solving the steady-state solution of (2) and from Eqs. (4) or (5), we can show that when \( \gamma = 1 \), i.e., the available free energy \( \Delta G = k_BT\ln(13.8) \), the above relations can always be simplified into

\[
\text{[A*]} = \frac{\sigma a}{1 + \sigma},
\]

independent of \([S]\) and \([I]\). This is the only physically meaningful solution; all other mathematical solutions involve nonphysical negative concentrations [see Fig. 2(a)]. Therefore, there is a unique equilibrium steady state independent of the stimulus and inhibitor when \( \gamma = 1 \). A switch cannot function without available free energy driving the PdPC away from equilibrium.

**Effect of positive \( \Delta G \).**—Figure 2(b) shows that to be a reasonable switch the \( \Delta G \) has to be greater than a threshold value [Eq. (10)]. In other words, the free energy source has to be sufficiently large. In Fig. 2(c), with increasing stimulus, the system starts with an NESS with \( A \) dominant and, passing through a region in which the \( A \) and \( A^* \) can coexist in NESS, then becomes \( A^* \) dominant. Similarly in Fig. 2(b), increasing inhibition causes the system starting with \( A^* \) and becoming \( A \) dominant after the coexistence region. In both Figs. 2(b) and 2(c), there is hysteresis [4,7].
The conditions for bifurcation are

$$\frac{-9(1 + \sigma \gamma) + \gamma(1 + \sigma)}{2[\gamma^2 - 3(1 + \sigma)]z} z = \frac{\gamma \pm \sqrt{\gamma^2 - 3(1 + \sigma)}}{3}$$

with

$$z = (1 + \sigma \gamma)(\sigma\alpha)k_{-1} + k_{-3}[I]$$

One can solve the quadratic Eq. (7) for \( z \):

$$(1 + \sigma)^2 z^2 + \left[\frac{3}{2}(2\sigma \gamma - \gamma + 3)^2 - \gamma^2(1 + \sigma)^2\right] z +$$

$$\gamma^3(1 + \sigma \gamma) = 0.$$  

The condition for (7) having two positive roots yields the minimal required free energy for the switch:

$$\gamma > \frac{3\sqrt{3}}{(\sqrt{3} + 2) - 2(\sqrt{3} - 1)\sigma}.$$  

In the limit of \( k_2 \gg k_{-2} \) and \( k_3 \ll k_{-3} \), (7) is simplified with only one positive root for \( z \):

$$[I] = \frac{2\sqrt{3} - 3}{3k_{-3}} \gamma a^2 k_{-3}[S] - \frac{k_{-1}}{k_{-3}}.$$  

Therefore, one of the bifurcation points disappears and the on state can never be turned off. See more discussions in [7].

The robustness of the PdPC switch.—Having the mathematical model for the PdPC biochemical switch enables one to quantitatively characterize the robustness of the signaling process. We introduce the fault safety factor for the robustness for a switch. Figure 2 shows the hysteresis in the transitions from \( A \) to \( A^* \) and back. It has been suggested that the biological functions of the hysteresis are (i) to generate persistent activation [19] as well as (ii) to secure the transition and to prevent “chattering” [7]: It decreases the likelihood of a system near a threshold repeatedly switching back and forward due to noises. In Fig. 2(d), the hysteresis region is shown for a different amount of available \( \Delta G \). One can quantitatively define the relative width of the hysteresis zone, i.e., the fraction of the fluctuations in \([S]\) (or \([I]\)) the switch can tolerate in Fig. 2(d). Let \( s^+ \) and \( s^- \) be the upper and lower bounds of the \([S]\) region for a given \([I]\). Then following (11) and in terms of the two roots of (9), \( z^+ \) and \( z^- \), we have

$$\frac{s^+ - s^-}{s^+ + s^-} = \frac{z^+ - z^-}{z^+ + z^-}.$$  

The fault safety factor is shown in Fig. 3. For the parameters used in the computation, there is a minimal phosphorylation potential of 2.0 kcal/mol for the biological switch.

Summary and discussions.—A rigorous thermodynamics is established for a cellular signal transduction process in terms of open, nonlinear biochemical reaction systems. Quantitative analysis shows that the energy derived from nucleotide hydrolysis is essential for the functioning of the molecular process. It has been established in the past [10] that a living organism requires an energy input for three major purposes: mechanical movements, molecular and ion transports, and biosynthesis. Our present result suggests a fourth energy sink: the high-energy phosphoanhydride bond is the physicochemical origin of prevailing protein phosphorylations and guanosine triphosphate (GTP) hydrolysis in biological signal transduction. Intracellular signaling networks are essentially made of modules of PdPCs and GTPases [13]. Therefore, our results suggest a unifying principle in quantifying signal transduction in terms of energetics. Energy cost of kinetic proofreading in biosynthesis has been studied in the past [20] and new structural and dynamic information is now available [21], yet a thermodynamic consistent analysis on energy cost remains to be developed. The current work provides an example for computing the energy cost of sending biological information. The relationship between information processing in biology and in man-made machine may be compared [22].

The present work suggests to us the following phosphorylation energy hypothesis with respect to cell informational processing: Protein phosphorylation is not merely a chemical signal in terms of a structural tag. Energy derived from

FIG. 2. The steady state of the kinetics in Fig. 1 as a function of phosphorylation potential \( \Delta G = k_b T \ln \gamma \), stimulus strength \([S]\), and inhibitor strength \([I]\). All computations are done with the parameter set \( \alpha = 10 \), which sets the scale for the unit for all concentrations. \( \sigma = 0.01 \), \( k_{-1} = 10 \), \( k_{-2} = 0.1 \), \( k_{-3} = 1 \). (a),(b) \([S] = 10 \). (c) \([I] = 1.0 \). (a) For \( \gamma = 1 \), no matter what are the positive \([S]\) and \([I]\), there is only one stable steady state: \( A^* [S] = \alpha a/(1 + \sigma) \) as expected for a simple chemical equilibrium. The unphysical negative \([I]\) region is shown to illustrate that the closed system (\( \gamma = 1 \)) is structurally unstable mathematically. When \( \gamma > 1 \), multiple steady states appear. For example, in (b) when \([S] = 10 \) and \( \gamma > 100 \), there are either one steady state, or three steady states. (d) shows the parameter region in which there are three steady states, which represents the hysteresis.
The minimal 

\[ \frac{d\xi}{dt} = a_3 x^3 + a_2 x^2 + a_1 x + a_0 = f(x) \] in which \( x = \{ A^+ \} \) and \( a_3 = -k_{-3}[S] \times (1 + \sigma y), \quad a_2 = k_{-2}[S] \sigma \gamma a, \quad a_1 = -(k_{-1} + k_{-3}[I]) \times (1 + \sigma), \quad a_0 = (k_{-1} + k_{-3}[I]) \sigma a. \] The conditions for bifurcation are \( f'(x) = 0 \) for \( x > 0 \), which yield

\[ \frac{9a_3 a_2 - a_1 a_3}{2(a_2^2 - 3a_1 a_3)} = \frac{-a_2 \pm \sqrt{a_2^2 - 3a_1 a_3}}{3a_3}. \]

FIG. 3. The fault safety factor as a function of the available cellular energy \( \Delta G \), computed under the same condition as in Fig. 2. The minimal \( \Delta G \) for the switching behavior under this set of conditions is 2 kcal/mol. The fault safety factor, defined as the fractional fluctuations in [S] or [I] the system can tolerate when near the threshold, increases with the energy supply.

the hydrolysis reaction in a living cell is used to ensure the sharpness and accuracy of noisy cellular signaling processes.
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[12] There are two types of graphic representations for biochemical networks. One is transformational based on chemical conversions and one is informational in which the regulations are depicted. The solid lines in Fig. 1 are the first kind and the dotted line is the second. Strictly speaking, however, a regulation is a biochemical species acting on a reaction, not another species. In the language of Angeli et al. [6], our model is a system of two positive regulations: \( S_2 \) catalyzes \( A \rightarrow A^+ \), and \( S_0 + 2A^+ \rightarrow S_2 \), where \( S_0 \) and \( S_2 \) are two forms of \( S \). If \( k_A A^+ \) \( \leq 1 \) and the reaction is rapid, then \( \langle S_2 \rangle = \kappa [A^+]^2 \) and the intermediate \( S_2 \) becomes implicit. The approximation, which can be made mathematically rigorous, preserves the thermodynamic consistency.
[15] Being more precise, the mechanism in (3) differs from the zero-order ultrasensitivity originally proposed by [5] which requires a saturation of kinase by \( A \) and phosphatase by \( A^+ \). In (3) both enzymes are assumed in the nonsaturated linear regime (first order). The ultrasensitivity in this case is derived from the feedback, which represents the cascade behavior of the MAPK pathway. This type of ultrasensitivity could be more selective against nonspecific cross-talks. See [13] for more discussion.
[16] Nondimensionalizing (2) gives

\[ \frac{dx}{dt} = \frac{3a_3 x^3 + 3a_2 x^2 + a_1 x + a_0}{a_2 x^2 - 3a_1 x + a_3} = \frac{-a_2 \pm \sqrt{a_2^2 - 3a_1 a_3}}{3a_3}. \]